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[1] The “online” meteorological and chemical transport Weather Research and
Forecasting/Chemistry (WRF/Chem) model has been implemented over a European
domain, run without aerosol-cloud feedbacks for the year 2007, and validated against
ground-based observations. To this end, we integrated the European Monitoring and
Evaluation Programme (EMEP) anthropogenic emission inventory into the model
pre-processor. The simulated average temperature shows a very small negative bias, the
relative humidity and the wind speed are overpredicted by 1.5% (8%) and 1.0 m/s (76%),
respectively. Hourly ozone (O3) exhibits a correlation with observations of 0.62 and
daily maxima are underestimated by about 4%. A general ozone underestimation
(overestimation) is found in spring (fall), probably related to misrepresentation of
intercontinental transport with time-invariant boundary conditions. Daily nitrogen dioxide
(NO2) is reproduced within �15% with a correlation of 0.57. Daily PM2.5 aerosol mass
shows mean bias of about �4.0 mg/m3 (�7.3%), mainly attributable to the carbonaceous
fraction. The model underpredicts particulate sulphate by a factor of 2, and overpredicts
ammonium and nitrate by about factor of 2. Possible reasons for this bias are investigated
with sensitivity tests and revealed that the aqueous phase oxidation of sulphur dioxide
(SO2) by hydrogen peroxide (H2O2) and O3, missing in the configuration of WRF/Chem
without aerosol-cloud feedbacks, explains the discrepancy.

Citation: Tuccella, P., G. Curci, G. Visconti, B. Bessagnet, L. Menut, and R. J. Park (2012), Modeling of gas and aerosol with
WRF/Chem over Europe: Evaluation and sensitivity study, J. Geophys. Res., 117, D03303, doi:10.1029/2011JD016302.

1. Introduction

[2] In recent decades, aerosols have received much atten-
tion by scientists. Anthropogenic aerosol particles play a key
role in climate system acting on the global radiation budget,
directly by scattering and absorbing the incoming radiation
or indirectly by altering the cloud properties [Charlson et al.,
1992; Hansen et al., 1997; Andreae et al., 2005; Lohmann
and Feichter, 2005; Rosenfeld et al., 2008]. Moreover, they
contain carcinogens and toxins that cause cardiopulmonary
disease [Pope, 2000] and premature mortality depending on
exposure time [Wilson and Spengler, 1996].
[3] In continental Europe, the background annual average

of particulate matter with aerodynamical diameter less than
10 mm (PM10) and less than 2.5 mm (PM2.5) mass con-
centrations are estimated as 7.0 � 4.1 and 4.8 � 2.4 mg/m3

respectively, with the highest values observed in winter
season [Van Dingenen et al., 2004]. On average, PM10

exceeds the European 24-h limit value of 50 mg/m3 more
than 90 times a year at curbside sites, 18 at near-city and
urban background sites [Van Dingenen et al., 2004].
Chemical speciation analyses [Putaud et al., 2004, 2010]
show that organic matter (OM) is the major contributor to
PM10 and PM2.5 mass (15–30%) except at remote sites,
where the sulphate contribution is larger (20–30%). Nitrate
contributes 5–10% of PM10–PM2.5 mass at sites impacted by
nearby pollution sources; in the Po Valley (Northern Italy)
nitrate may reach 20% of PM mass. Elemental carbon (EC)
contributes 5–10% of PM2.5 throughout the boundary layer
in Europe. Mineral dust may be a large fraction of PM10 at
all types of site in Southern Europe, while sea salt may be a
major component at natural coastal sites. Recent measure-
ments carried out in the frame of CARBOSOL project
(Present and retrospective state of organic versus inorganic
aerosol over Europe: implication for climate) [Legrand and
Puxbaum, 2007] show that 50–60% of organic carbon
(OC) is water –soluble, which might be mostly attributed to
secondary sources [Pio et al., 2007]. Gelencsér et al. [2007]
have conducted an analysis to provide a source apportion-
ment of organic aerosol. In summer, a large part of OC is
found to originate from biogenic sources, with 63–76% of
total carbon (TC) composed of secondary organic aerosols
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(SOA) from oxidation of non-fossil hydrocarbons. On the
other hand, the origin of elemental carbon (EC) is dominated
by fossil sources throughout the year. In particular, in winter
the main source appears to be from wood burning
[Gelencsér et al., 2007].
[4] In recent years, many Chemistry-Transport Models

(CTM) have been developed to better understand the
physical-chemical processes of gas-phase species and par-
ticulate matter and are also being applied for operational
air quality forecasts. A few examples of CTM applied at
the European scale are EMEP [Simpson et al., 2003], TM5
[Krol et al., 2005], CHIMERE [Bessagnet et al., 2008],
LOTOS-EUROS [Schaap et al., 2008], REMOTE [Langmann
et al., 2008], REM-CALGRID [Stern et al., 2006], EURAD
[Memmesheimer et al., 2004], BOLCHEM [Mircea et al.,
2008], and POLYPHEMUS [Sartelet et al., 2007]. Results
from several models have been recently intercompared over
Central Europe [Stern et al., 2008] and over four large cities
[Vautard et al., 2007]. The authors found that the models
generally satisfactory reproduce ozone, but underestimate
PM2.5 and PM10 mass concentrations by 4.0–14.0 mg/m3

(10–50%) and 6.5–18.0 mg/m3 (20–50%) respectively.
[5] CTMs are typically implemented in “offline” configu-

ration, i.e. meteorological input is provided by an indepen-
dent model, and thus not able to simulate the complex
aerosol-cloud-radiation feedbacks. Moreover, the decoupling
between the meteorological and chemical model leads to a
loss of information, because of the physical and chemical
processes occurring on a time scale smaller than the output
time step of the meteorological model (typically 1 hour)
[Zhang, 2008]. Grell et al. [2004] showed that most of the
model variability in vertical velocity is attributable to higher
frequency motions (period less than 10 minutes), yielding to
much larger errors in vertical mass distribution in offline
models with respect to “online” models, where meteorolog-
ical and chemical processes are solved together on the same
grid and with the same physical parameterizations [Zhang,
2008].
[6] In this paper, we report on a first validation of a

European implementation of the new coupled meteorology-
radiation-chemistry WRF/Chem model [Grell et al., 2005].
We use the model without the full coupling of aerosol and
cloud processes, because the complex feedbacks may com-
plicate the interpretation of results on gas and aerosol phase
simulations. This work is thus aimed at a preliminary vali-
dation of the model for future application to the study of the
aerosol-clouds interactions. In section 2, we describe the

model and the interface to the EMEP anthropogenic emis-
sions we implemented. In section 3, we evaluate the model
performance looking at the comparison of a one year simu-
lation (year 2007) with measurements of meteorology and
chemical composition. A subsection is dedicated to sensi-
tivity tests to explore the model bias in the simulation of the
particulate secondary inorganic fraction. Concluding remarks
are given in final section 4.

2. Model and Observations Description

2.1. WRF/Chem Model

[7] In this study, the version 3.2 of the air quality model
WRF/Chem is implemented over Europe. The Weather
Research and Forecasting (WRF) Model is a mesoscale non-
hydrostatic meteorological model that includes several
options for physical parameterizations of Planetary Bound-
ary Layer (PBL), land surface, and cloud processes (www.
wrf-model.org). WRF/Chem is a version of WRF coupled
“online” with a chemistry model where meteorological
and chemical components of the model are predicted
simultaneously. A complete description of the model is
given by Grell et al. [2005] and Fast et al. [2006].
[8] The main options for physical and chemical schemes

adopted here are listed in Table 1. These include the Noah
Land Surface Model [Chen and Dudhia, 2001], the Mellor-
Yamada Nakanishi-Niino boundary layer scheme [Nakanishi
and Niino, 2006], the Grell-Devenyi cumulus parameteriza-
tion [Grell and Devenyi, 2002], the Lin microphysics scheme
[Lin et al., 1983], the Goddard shortwave radiation scheme
[Chou et al., 1998] and the Rapid Radiative Transfer Model
(RTTM) longwave radiation scheme [Mlawer et al., 1997].
The gas phase chemistry model used is the Regional Acid
Deposition Model, version 2 (RADM2) [Stockwell et al.,
1990], that includes 57 chemical species and 158 gas phase
reactions, of which 21 are photolytic. The aerosol module
includes the Modal Aerosol Dynamics Model for Europe
(MADE) [Ackermann et al., 1998] for the inorganic fraction,
and the Secondary Organic Aerosol Model (SORGAM)
[Schell et al., 2001] for the carbonaceous secondary fraction.
MADE/SORGAM in WRF/Chem uses the modal approach
with three log-normally distributed modes (nuclei, accumu-
lation and coarse mode).
[9] The aerosol species treated in MADE/SORGAM are

the main inorganic ions (NH4
+, NO3

�
, SO4

=), elemental carbon
(EC), organic matter (OM, primary and SOA), aerosol water,
sea salt and mineral dust. The photolysis frequencies are
calculated with the Fast-J scheme [Wild et al., 2000], the dry
deposition velocities are simulated with the parameterization
developed by Wesely [1989]. A simplified parameterization
for wet scavenging in convective updrafts is included for
main trace gases and inorganic aerosols. The full wet depo-
sition module, coupled with aqueous chemistry, available in
WRF/Chem is not included in our study, because these two
processes cannot be activated separately from aerosol indi-
rect effects. Consequently, the conclusions of this paper
could be affected by a simplified parameterization of an
important sink such as the wet scavenging.
[10] We simulate the whole year 2007 over Europe on a

coarse grid that extends from 35° N to 57° N in latitude and
from 15° W to 27° E in longitude. The horizontal resolution
is 30 km and 28 vertical levels extend up to 50 hPa (about

Table 1. WRF/Chem Configurationa

Process WRF/Chem OPTION

Microphysics Lin
Long-wave radiation RRTM
Short-wave radiation Goddard
Surface layer Monin-Obukhov
Land-surface model Noah LSM
Boundary layer scheme MYNN Level 2.5 PBL
Cumulus parameterization Grell-Devenyi
Photolysis scheme Fast-J
Gas-phase mechanism RADM2
Aerosol model MADE/SORGAM

aPlease refer to the model user’s guide for a complete description of the
options.
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20 km). The initial and boundary meteorological conditions
are provided by the European Centre for Medium-range
Weather Forecast (ECMWF) analyses with an horizontal
resolution of 0.5° every 6 hours. The chemical boundary
conditions of trace gases consist of idealized, northern
hemispheric, mid-latitude, clean environmental profiles
based upon the results from the NOAA Aeronomy Lab
Regional Oxidant Model (NALROM) [Liu et al., 1996]. The
vertical profiles of the main trace gases are reported in
auxiliary material Table S1.1 The NALROM model simu-
lates the chemistry with the lumped species which are sep-
arated into the individual model species of RADM2 using
appropriate apportionment fractions. For example, Ox cor-
responds only to O3 of RADM2 and the NOx is split into
75% as NO and 25% as NO2 . NH4

+ and NO3
� are set to a

constant mixing ratio, the SO4
= is obtained from the H2SO4

profile, assuming that a fraction of the latter is converted to
the aerosol sulfate. The simulation is carried out at 72 hours
time-slots, starting at 1200 UTC of a given day and then run
for 84 hours, with first 12 hours discarded as model spin-up.
The chemical state of the model is restarted from previous
run, while meteorology is reinitialized from global analysis.
The first 16 days of simulation (15–31 December 2006) are
used as spin-up for chemistry.
[11] WRF/Chem has demonstrated its ability to reproduce

ozone in different situations with RADM2 and MADE/
SORGAM: over North America [Grell et al., 2005], during
rapidly changing weather conditions in Shanghai (China)
[Tie et al., 2009], in Mexico City [Zhang and Dubey, 2009]
and in Southern Italy (for gas-phase only) [Schürmann et al.,
2009], where air circulation is strongly affected by the
complex orography. Previous studies also show that the
model is able to simulate the aerosols over North America.
McKeen et al. [2007] evaluating the real time forecasts of
PM2.5 with several models, reported that WRF/Chem bias
depends on several factors such as the emission inventory
used, the horizontal resolution and parameterizations of the
PBL turbulence. Including direct and indirect aerosol effects
with CBM-Z gas-phase mechanism [Zaveri and Peters,
1999] and MOSAIC aerosol model [Zaveri et al., 2008],
Zhang et al. [2010] show that over the continental US WRF/
Chem exhibits a PM2.5 bias from �7% to +30% in January,
and 8–30% in July.

2.2. Emissions

[12] Anthropogenic emissions are taken from the Euro-
pean Monitoring and Evaluation Program (EMEP) data base
(www.ceip.at/emission-data-webdab/emissions-used-in-emep-
models), which provide total 2007 annual emission of nitrogen
oxides (NOx), carbon monoxide (CO), sulphur oxides (SOx),
ammonia (NH3), Non-Methane Volatile Organic Compounds
(NMVOC), and particulate matter (PM2.5 and coarse PM) over
Europe with a resolution of 50 km for 11 sources types (SNAP
sectors) [Vestreng, 2003]. The procedure followed to build the
emissions interface is derived from that of the CHIMERE
model [Bessagnet et al., 2008]. Emissions are distributed on
height levels depending on the SNAP sector [Vestreng, 2003].
Time variability is calculated with monthly and hourly emis-
sion profiles provided by the IER (University of Stuttgart)

[Friedrich, 1997]. de Meij et al. [2006] show that, over Eur-
ope, the high temporal resolution of emissions does not
influence strongly the concentrations of aerosol mass, with the
exception of aerosol nitrate and its gas-phase precursor NOx

and NH3. However,Wang et al. [2010] demonstrate that when
the vertical and temporal distributions of emissions are con-
sidered, WRF/Chem better reproduces the surface observa-
tions of key trace gases.
[13] Total amount of NMVOC emissions is disaggregated

into several species using UK speciation profiles [Passant,
2002]. Aggregation of NMVOC species into RADM2
model species is done in two steps, following the procedure
proposed byMiddleton et al. [1990]. The NMVOC obtained
from Passant speciation are first lumped on a mole-to-mole
basis into 32 chemical groups, according to their expected
impact on oxidants and acid formation, and then aggregated
into RADM2 model species, applying the reactivity weight-
ing factor principle.
[14] SOx emissions are split into 95% as SO2 [Chin et al.,

2000; Simpson et al., 2003] and 5% as particulate sulphate
(SO4

=): the latter is distributed for 20% into nuclei mode and
for 80% into the accumulation mode. PM2.5 emissions are
assigned to unspeciated primary PM2.5 model species, and
also distribute for 20% into nuclei mode and for 80% into
accumulation mode. Coarse PM emissions are assigned to
PM10 model species.
[15] Elemental carbon (EC) and organic carbon (OC)

emissions are taken from 2000 total annual data emissions
provided by the Laboratoire d’Aerologie (www.aero.obs-mip.fr)
and are treated the same way as EMEP data. EC and OC
emissions are assumed to be for 20% in nuclei mode and for
80% in accumulation mode of corresponding model species.
The conversion factor used to convert the emissions of OC
to OM is 1.6 [Bessagnet et al., 2008].
[16] Auxiliary material Figure S1 shows the maps of the

average NOx and the sum of all anthropogenic NMVOC
emissions in July over the European domain of WRF/Chem.
It is possible to see the strong gradients between rural and
industrialized/urban areas and the emissions from major
shipping tracks over the seas.
[17] Biogenic VOC emissions are calculated on line with a

module based on the Guenther scheme [Guenther et al., 1993,
1994]. Dust [Shaw et al., 2008] and sea salt emissions are
also included in the simulation.

2.3. Measurements

[18] Simulation results are compared to meteorological
and chemical observations. Meteorological observations are
part of the Integrated Surface Database (ISD) of National
Oceanic and Atmospheric Administration (NOAA, http://
www.ncdc.noaa.gov/oa/climate/isd/index.php), which con-
sists of global synoptic surface observations provided as
hourly averages. The meteorological observations include
also the radiosonde profiles provided by the National Center
for Atmospheric Research (NCAR) Earth Observing labo-
ratory atmospheric sounding data (http://weather.uwyo.edu/
upperair/sounding.html).
[19] Surface chemical measurements are provided by

EMEP database (http://tarantula.nilu.no/projects/ccc/emepdata.
html). EMEP stations are representative of regions charac-
terized by background concentrations. The distribution of
the network is shown in auxiliary material Figure S2.

1Auxiliary materials are available in the HTML. doi:10.1029/
2011JD016302.
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Measurements are given as daily means, with the exception
of ozone which is reported as hourly averages.
[20] We include in our analysis only the stations having

75% of annual data coverage, with the exception of PM2.5

and aerosol inorganic mass concentration measurements for
which a less restrictive threshold of 40% is applied. For
HNO3, NH3, EC and OC measurements we use all available
stations. We take into account the aerosol organic mass
(OM) multiplying the observed OC by a factor of 1.6
[Turpin and Lim, 2001; Bessagnet et al., 2008]. We point
out that the statistical evaluation of some variables is per-
formed with a limited number of stations, preventing us to
have robust statistics. The number of station available for
each examined variable is reported in Table 2.

3. Results

[21] In this section, we compare model simulations with
observed ground-based data. The aim is to assess the skill of
WRF/Chem in simulating meteorological variables, the main
trace gases, and particulate matter mass and chemical com-
position. The statistical indices used here are the correlation
coefficient (r), the mean bias (MB), the mean normalized
bias error (MNBE) and the mean normalized gross error
(MNGE). For the complete definition of the indices please
refer to Appendix A.

3.1. Meteorology

[22] The simulated temperature, relative humidity, wind
speed and wind direction are compared with NOAA surface
measurements. In Figure 1 we show the comparisons of
predicted time series (left panels) with hourly measurements,
averaged over all available stations. The average diurnal
cycle (right panels) with the 25th and 75th percentiles (red
bar and shadow area) is also shown. The analysis of per-
centiles distribution is useful to understand if the model is

able to capture the dynamic range of the observations
[Mathur et al., 2008; Kasibhatla and Chameides, 2000]. In
Table 2 we show the statistical indices of comparison aver-
aged over all stations. Since the statistical indices averaged
over all stations may mask their variability, in auxiliary
material Figures S6–S22 we also show the box-whisker
plots of the statistical indices.
[23] The temperature is simulated with a correlation of

0.89 and a small negative bias of �0.1°C, due to underes-
timation of daily maxima. Looking at the annual time series,
a cold bias is typical for the spring-summer period and a
warm bias for the winter-fall.
[24] The model reproduces the relative humidity with a

correlation of 0.65 and a small bias of +8%, due to minimum
values around noon, consistently with the underestimation of
temperature maxima. An overestimation of minima is also
noticed in spring-summer.
[25] The model systematically overestimates wind speeds

by about 1 m/s (+76%), but the diurnal cycle is well repro-
duced. This high relative wind bias was previously reported
for WRF/Chem [Zhang et al., 2010], and is attributable to
enhanced relative differences at the lower end of the wind
speed distribution (auxiliary material Figure S3). The wind
direction bias is calculated as the angle between observed and
simulated directions, and it displays a mean value of 46°.
[26] The simulated meteorological quantities are also com-

pared with atmospheric radiosonde observations. In Figure 2
we compare the domain average of predicted and observed
vertical profiles recorded at 00 and 12 UTC, with shaded
areas denoting the 25th and 75th percentiles, of simulated and
observed distributions. While the temperature is over-
estimated up to 700 hPa, the relative humidity is under-
predicted along the profile. Misenis and Zhang [2010],
studying the sensitivity of WRF/Chem to various PBL and
land-surface parameterization, found that the vertical profiles
of temperature and relative humidity are very sensitive to

Table 2. Comparison of WRF/Chem Simulation Over Europe in 2007 Against Ground-Based Meteorological and Chemical
Observationsa

Variable Stations Mean Obs Mean Mod r MB MNBE (%) MNGE (%)

Meteorology
Temperature (°C) 321 12.3 12.2 0.89 �0.1 �1.6 20.7
Relative Humidity (%) 314 73.6 75.3 0.65 +1.5 +8.0 19.6
Wind Speed (m/s) 293 3.4 4.4 0.55 +1.0 +76.1 96.5
Wind Direction (Deg) 231 195.6 194.7 0.38 45.9 47.6 47.6

Gas Phase
O3 (mg/m

3) 75 65.0 63.7 0.62 �1.4 +36.8 57.6
Max 1-h O3 (mg/m

3) 75 84.6 76.0 0.71 �8.6 �4.4 19.8
Max 8-h O3 (mg/m

3) 75 78.9 73.1 0.70 �5.8 �0.2 21.4
NO2 (mg/m

3) 27 7.0 6.1 0.57 �0.9 +14.9 63.2
NH3 (mg/m

3) 11 1.3 0.9 0.46 �0.5 �3.5 78.4
HNO3 (mg/m

3) 7 1.2 2.3 0.30 +1.1 +177.6 210.1
SO2 (mg/m3) 29 1.2 1.6 0.47 +0.4 +165.5 185.8

Aerosol
PM2.5 (mg/m

3) 19 12.6 8.6 0.41 �4.0 �7.3 59.6
NH4

+ (mg/m3) 21 1.8 1.7 0.57 +0.5 +96.4 139.0
NO3

� (mg/m3) 25 2.9 4.4 0.48 +1.5 +115.2 169.3
SO4

= (mg/m3) 51 2.4 0.9 0.50 �1.5 �46.9 64.9
EC (mg/m3) 4 1.3 0.4 0.44 �0.9 �51.2 65.4
OM (mg/m3) 4 3.3 0.8 0.28 �2.5 �73.6 77.5

aValues are averaged over all available stations, Please refer to Appendix A for the definition of the statistical indices. In auxiliary material Figures S6–
S22 we further show the box-whiskers plots of the indices.
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Figure 1. Comparison of meteorological variables time-series observed (black) at ground-based stations
(NOAA Integrated Surface Hourly database) and simulated with WRF/Chem (red) for year 2007. (left)
Time-series average at all available stations, and (right) the average daily cycle with the mean (solid line)
and 25th and 75th percentiles (shaded area and bars). (a) Temperature at 2 m, (b) relative humidity at 2 m,
(c) wind speed at 10 m, and (d) wind direction at 10 m.
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the adopted schemes. The model captures the profile of the
wind speed in the upper levels and tends to overestimates it in
the bottom layers, confirming the overestimation noticed in
the comparison with ground-based observations. This bias is
greater at 00 than at 12 UTC. The wind direction is well
simulated over the whole atmospheric profile.
[27] The errors in temperature and relative humidity sim-

ulation may affect chemical transformation rates and aerosol
formation processes. The discrepancies among modeled and

observed wind field may lead to errors in the location of
pollutant accumulation areas.

3.2. Gas-Phase Chemistry

[28] Figure 3 shows the domain average of the comparison
among observed and modeled O3 at EMEP stations. A neg-
ative bias is found in daytime and the variability, as indicated
by the percentiles, is not fully captured by the model. The
tendency of the model to overestimate (underestimate) the

Figure 2. Comparison of meteorological variables vertical profiles observed (black) at station of
National Center for Atmospheric Research (NCAR) Earth Observing laboratory atmospheric sounding
data and simulated with WRF/Chem (black) for year 2007. Values are averaged over all stations. The
shadow areas are the 25th and 75th of the distribution.

Figure 3. Same as Figure 1 but for comparison of observed and simulated hourly ozone at EMEP ground
stations.
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lower (higher) end of the observed distribution is confirmed
by the scatter plot in auxiliary material Figure S4. The best
agreement is found in summer months, while in winter low-
est values are overestimated. A noticeable underestimation
(overestimation) is found in spring (fall). One possible reason
of the discrepancy may be sought into a misrepresentation of
background ozone levels. This calls into cause the static
model boundary conditions used in WRF/Chem standard
version used here (see section 2.1), that might be inadequate
to describe the monthly variability of O3 low-level inflow
from North America, especially in spring [Auvray and Bey,
2005]. Several studies showed that the agreement with
measurements of simulated O3 improves when time-
dependent boundary conditions are included in place of
static profiles (see Curci [2012] for a review). We performed
a sensitivity simulation in the period 15 March–15 May with
doubled values of O3 boundary conditions on the western
border of the domain. Auxiliary material Figure S5 shows
the results. In several periods of the simulation, it is evident
how the model is sensitive to the influx from western border,
which may compensate the model low bias alone. The issue
warrants further study in the future.
[29] The model simulates the hourly O3 with a correlation

ranging from 0.38 to 0.83 (auxiliary material Figure S10)
and a mean value of 0.62, a bias of �1.4 mg/m3 and a rela-
tive bias of +36%. The different sign of MB and MNBE is
due to the higher relative difference at lower end of

distribution with respect to the higher end (auxiliary material
Figure S4). The ozone maxima calculated over 1-hour and
8-hours are underestimated by 8.6 mg/m3 and 5.8 mg/m3,
respectively, while the correlations are 0.70 and MNGE
about 20%. A closer inspection to the auxiliary material
Figures S11 and S12 reveals that the positive and nega-
tive values of MNBE cancel out. Consequently, the values
of MNGE are always larger with respect to the absolute
values of MNBE. This is a common feature for some of
the chemical variables listed in Table 2. However, the
model underestimation of ozone maxima calculated over
1-hour and 8-hours is evident in the box-whisker plots of
the concentrations. The statistical indices obtained for the
ozone are comparable with those reported in the ozone
models inter-comparison by van Loon et al. [2007]. They
found correlations ranging from 0.64 to 0.80 for ozone
daily means and from 0.72 to 0.84 for the daily maxima.
Over eastern North America, McKeen et al. [2005] show
that in summer WRF/Chem simulates the 1 h and 8 h
maxima ozone with a median correlation of 0.64 and 0.67
respectively, and with a positive bias of about 6–7 mg/m3.
[30] Figure 4 compares the domain average of simulated

and observed NO2 daily mean, with red bars and shaded area
denoting the 25th and 75th percentiles of simulated and
observed distributions, respectively. In lower panel, the time
series of model mean bias is also shown. WRF/Chem is able
to reproduce the seasonal and day-to-day variations of NO2

Figure 4. Comparison of nitrogen dioxide daily observations (black) at EMEP stations with WRF/Chem
simulations (red). Values are averaged over all available stations. (top and middle) Mean (solid line) and
25th and 75th percentiles of time series are shown (red bars and shaded area). (bottom) The mean observed
time series (black) and the mean model bias (blue).
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concentrations, but the highest values are underpredicted.
NO2 simulation show a bias of �0.9 mg/m3 (+15%) and the
correlation with measurements is in the range of 0.2 to 0.81
(auxiliary material Figure S13) with a mean value of 0.57.
The different sign of MB and MNBE is due to the same
reason discussed for ozone; moreover, as noted for O3, the
positive biases balance the negative biases and the values of
MNGE are larger than those of MNBE (auxiliary material
Figure S13). The mean bias shows a seasonal dependence
with a model tendency to underestimate (overestimate)
during the cold (warm) season. Larger model errors are
found in correspondence of days with the highest NO2

observed concentrations. Over Europe, Stern et al. [2008]
reported correlations with NO2 observations in the range of
0.1 to 0.42 in the frame of their model inter-comparison.

3.3. Particulate Matter

[31] Figure 5 presents the comparison among observed
and modeled domain average daily PM2.5 concentrations,
with 25th and 75th percentiles. The time series of model bias
is also shown. We found a systematic negative model bias
throughout the year, especially in July and August. The
model captures the variability induced by some pollution
episodes (e.g. mid March or end of November), but under-
estimates their magnitude. The analysis of percentile values
displayed in Figure 6, better show that the underestimation is
mostly attributable to the higher end of concentrations dis-
tribution. The correlation with observations ranges from
�0.2 to 0.69 (auxiliary material Figure S17) with a mean

value of 0.41 and the mean bias is about �4.0 mg/m3

(�7.3%).
[32] These results are consistent with other aerosol mod-

eling studies. In their inter-comparison over Europe, Stern
et al. [2008] report model correlations between 0.37 and
0.57, and bias in the range of �13.50 mg/m3 to +7.64 mg/m3.
During summer 2004, over Eastern United States, Yu et al.
[2008] evaluating the performances of Eta-CMAQ model-
ing system in forecasting the PM2.5, found a correlation
range from 0.58 to 0.70 and a MNBE of about �20%.
[33] In order to explore the reasons of negative bias in

modeled PM2.5, we analyze the simulation of the PM2.5

chemical speciation. Figure 7 shows the simulated and
observed time series of daily PM2.5 mass concentration,
secondary inorganic ions (NH4

+, NO3
�, SO4

=) and their gas
phase precursors (NH3, HNO3, SO2) at Langenbrügge sta-
tion (DE0002R, Germany). Ammonia does not present a
systematic bias, while ammonium is biased high in cool
months and close to observations in summer. The model
underpredicts HNO3 in winter time and overestimates it in
summer, while simulated NO3

� shows a very high positive
bias in all seasons. Modeled SO2 generally presents a posi-
tive bias, while SO4

= is biased low during all year.
[34] Generally, we found model biases similar to Langen-

brügge station at other EMEP stations. Statistical summary of
the comparison is given in Table 2, while in Figure 8 we
compare observed and modeled annual mean aerosol com-
position. WRF/Chem simulates the NH4

+, NO3
� and SO4

=

with a correlation of 0.57, 0.48 and 0.50 respectively.

Figure 5. Same as Figure 4 but for daily PM2.5.
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Simulated NH4
+ and NO3

� have a mean bias of 0.5 mg/m3

(+107%) and 1.5 mg/m3 ( +115%), respectively, while SO4
= is

underestimated by �1.5 mg/m3 (�50%). Auxiliary material
Figures S18–S20 show the variability range of the statisti-
cal indices relative to the inorganic aerosols. The overesti-
mation of NO3

� is a consequence of the underestimation of
SO4

=, because not enough ammonia is consumed by sulfate,
thus favoring the formation of ammonium nitrate (NH4NO3)
[Meng et al., 1997; Seinfeld and Pandis, 2006]. The reasons
of SO4

= model underestimation are further investigated in
section 3.4.
[35] The most noticeable error in PM2.5 simulation is

attributable to the carbonaceous aerosol fraction. Even if the
definition of EC/OC in models and measurement is not
always unique and consistent [e.g., Vignati et al., 2010] the
low bias of the model is evident. The modeled EC mass is
about a factor 3 lower than observed. A potential model bias
may derive from the observation that EC at EMEP rural sites
is mostly attributable to transport from urban sites [Putaud
et al., 2004], that cannot be accurately resolved at a coarse
resolution of 30 km. Modeled OM has a MB of �2.5 mg/m3

a MNBE of +74%. Furthermore, it must be considered that
the measurement uncertainties may be up to a factor 2 for
EC and up to �30% for OC [Schmid et al., 2001]. Finally,
we point out that the analysis of carbonaceous aerosols is
based on a very small number of stations (four) that prevent
us from having a robust statistics. Moreover, this limited

data set also includes the Montelibretti station (IT0001R,
Italy) that is not representative of rural areas [Carbone et al.,
2010]. To compensate the scarcity of measurements, we
perform a qualitative comparison among the model results
and the data of EC and OM available in literature. The data
used are the measurements of EC and OC issued from the
EMEP 2002–2003 campaign [Yttri et al., 2007] and OM
data reported by Jimenez et al. [2009].
[36] The underestimation of simulated EC is confirmed in

the Po Valley (where the observed values of EC are the
greatest in Europe [Yttri et al., 2007]), where the modeled and
measured annual mean concentrations are of 0.4–1.0 mg/m3

and 1.5–1.8 mg/m3, respectively. The model underprediction
of OM is also confirmed. The simulated annual mean con-
centrations of OM range from 0.5 to 3.5 mg/m3, while the
concentrations observed at EMEP sites are between 1.7–
10.9 mg/m3 and the values reported by Jimenez et al. [2009]
are in the range of 1.9–9.3 mg/m3.
[37] For the purpose of our analysis, it is also interesting to

explore qualitatively how well the model reproduces the
SOA and their relative amount compared to total OM. WRF/
Chem predicts SOA annual mean concentrations of about
0.02–0.18 mg/m3, while the observations indicate values of
0.5–8.0 mg/m3 [Jimenez et al., 2009]. The simulated SOA/
OM ratio has values of 5–40% against 50–80% observed.
One of the most probable reasons for OM underestimation is
that the RADM2 chemical mechanism is “outdated” in the

Figure 6. Comparison of observed and simulated daily PM2.5 concentrations for year 2007. At each
monitoring station, the percentiles of the distribution of observed and simulated time series are calculated
and paired on the scatter plot. The lines 1:1, 2:1 and 4:1 are shown for reference. Best least-squares linear
fit with corresponding uncertainty (red lines), regression line values and coefficient of determination (R2)
are also shown.
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treatment of SOA. RADM2 does not include the oxidation
of biogenic monoterpenes and has a limited treatment of
anthropogenic VOC oxidation [McKeen et al., 2007].
Bessagnet et al. [2008] estimated that over Europe the
contribution of biogenic SOA to the total mass of SOA is
of 75–95%. Aksoyoglu et al. [2011] with a modeling study
shown that over Switzerland the 30–50% of SOA are
formed from monoterpenes. This is a gap that warrants
future work for WRF/Chem development. We also remind
the reader that other chemical mechanism (e.g., RACM,
CBM-Z, SAPRC) with a more complex treatment of VOC
oxidation and SOA production with respect to RADM2 are
already implemented in WRF/Chem.
[38] Another possible source of negative bias could be

linked to unspeciated PM2.5 due to underestimation of its
emissions. An indicative value of primary PM2.5 is calcula-
ble from the difference of total gravimetric PM2.5 and the
sum of total carbon and inorganic mass. However, we do not
have enough EC and OC data here to deepen the analysis.

[39] Another potential source of the PM2.5 bias is the
simulation of the meteorological fields. In a high resolution
study, Aksoyoglu et al. [2011] quantified how aerosol mass
concentration varies locally, when modeled temperature and
wind speed are modified. They found that when the model
temperature is decreased by 5°C the nitrate mass increases up
to 5 mg/m3; an increase of temperature of the same magnitude
induces a decrease of the nitrate concentration of 2–3 mg/m3.
The SOA amount is almost insensitive to temperature change
(up to 0.2 mg/m3). The same authors also shown that when
the model overestimates the wind speed in low-wind days, a
reduction of the modeled wind speed causes an increase of
aerosol mass concentration by a factor of 2–3.
[40] Finally, the reader should also consider that the

results of this study are obtained with a simplified wet
deposition scheme that takes into account only the scav-
enging of inorganic aerosols in updrafts. A more sophisti-
cated wet deposition module is available in WRF/Chem, but
it cannot be not activated separately from aerosol indirect

Figure 7. Simulated and observed time series of daily PM2.5, ammonia (NH3), nitric acid (HNO3), sulfur
dioxide (SO2), ammonium (NH4

+), nitrate (NO3
�) and sulphate (SO4

=) at Langenbrügge station (DE0002R,
Germany).
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effects. Aan de Brugh et al. [2011] calculated that in the
boundary layer the 40% of ammonium and sulphate, 55% of
nitrate and 25% of EC and OM is removed by wet scavenging.

3.4. Sensitivity Tests

[41] In this section, we investigate the modeled particulate
sulphate underestimation at surface EMEP stations and
overprediction of nitrate with some model sensitivity tests.
The negative bias of predicted sulphate can be due to several
reasons, which we discuss below.
[42] First, the model could underestimate the rate of SO2

gas phase oxidation. Second, the cloud oxidation of SO2 is
not included in our runs. McKeen et al. [2007] found that the
models that include aqueous-phase oxidation of sulfur
dioxide overestimate sulphate concentrations, and vice versa
for those not taking into account this process. Aan de Brugh
et al. [2011] estimated that 45% of SO2 aqueous oxidation to
sulphate over Europe happens within the boundary layer,
thus it may certainly have an important impact on surface
concentrations.
[43] Third, another possible explanation is related to

boundary layer dynamics. It is known that WRF/Chem can
predict an unrealistic nighttime separation of the surface and
the upper layers, because the model has a very shallow mixing
at night [McKeen et al., 2007]. Since most sources of SOx are
above the nighttime PBL, a weak mixing may deplete surface
SO4

= during night (small production from SO2).
[44] To explore the three critical points just listed in the

two preceding paragraphs, we perform four 1-month sensi-
tivity simulations for February 2007. The choice of this
specific month is based on the similarity of particulate
inorganic bias with respect to the annual average. Test labels
and descriptions are listed in Table 3. The reference run
(CTRL) is the simulation we discussed so far. In the first test
(KSO2x2), we double the gas-phase oxidation rate of SO2

by OH to evaluate the impact of this process on sulphate
production. For the second test, we note that most of the SOx

EMEP emissions are related to SNAP sectors 1 and 3 (power

plants and industrial combustion, respectively). About 50%
of the flux is localized at 500 m height and the remaining
fraction at higher altitude. Therefore, to understand the
impact of boundary layer dynamics on surface sulphates, we
distribute all the emissions of SNAP 1 and 3 at the surface
(SURFEMIS). The last two tests are devoted to aqueous-
phase oxidation of SO2. We add to WRF/Chem the pro-
duction of SO4 by SO2 oxidation in clouds following Park
et al. [2004]. Within the clouds, the formation of sulphates
is limited by the local availability of H2O2 and O3. First we
add only the SO2+H2O2 reaction (AQSO2-H2O2), then we
also consider the oxidation by O3 (AQSO2-O3).
[45] In Table 4 we report the average inorganic aerosol

concentrations calculated at EMEP ground stations in sen-
sitivity tests. The same information is displayed as bar chart
in Figure 9.
[46] The first two tests, KSO2x2 and SURFEMIS exhibit

an SO4 enhancement respectively of +28% and +17% with
respect to CTRL, but the sulphates are still underestimated
with respect to observations. NO3

� varies by �4% and +4%
with respect to CTRL for KSO2x2 and SURFEMIS,
respectively, because the small increase of SO4

= is unable to
consume enough ammonia to limit NH4NO3 formation in
the model. The nitrate increase in SURFEMIS is consistent
with the fact that we also bring to the surface additional NOx

emissions related to the SNAP 1 and 3 emission sectors.
[47] The modest increase of sulphate production in first

two tests is not surprising, because the lifetime of SO2

against the oxidation by OH is 7–14 days and SO2 oxidation
occurs mainly in cloud droplets [Jacob, 1999]. Indeed, we
find a much larger variations of sulphate concentrations in
test AQSO2-H2O2 and AQSO2-O3. The simulations indi-
cate that at EMEP stations the SO2 oxidation in clouds is
responsible for 85% of SO4

= formation. However, comparing
AQSO2-O3 results with the observations, we find that

Figure 8. Comparison of observed and modeled domain
average aerosol chemical speciation at EMEP monitoring
stations. OM is calculated multiplying the observed OC by
a factor 1.6.

Table 3. Description of Sensitivity Simulations in February 2007
to Investigate Inorganic Aerosol Model Bias

Label Description

CTRL Reference simulation
KSO2�2 SO2 gas-phase oxidation rate doubled
SURFEMIS Power plant and industrial emissions

forced at surface level
AQSO2-H2O2 SO2 aqueous-phase oxidation by

H2O2 added
AQSO2-O3 SO2 aqueous-phase oxidation by

H2O2 and O3 added

Table 4. Mean Values of Inorganic Aerosol Mass Observed at
EMEP Ground-Based Stations in February 2007 and Simulated
With WRF/Chem in Sensitivity Testa

NH4
+ (mg/m3) NO3

� (mg/m3) SO4
=(mg/m3) Total (mg/m3)

OBSERVED 1.69 (22.9) 3.56 (48.2) 2.14 (29.0) 7.38
CTRL 2.22 (27.3) 5.34 (65.6) 0.57 (7.0) 8.14
KSO2�2 2.20 (24.4) 5.11 (63.5) 0.73 (9.1) 8.04
SURFEMIS 2.37 (27.5) 5.55 (64.4) 0.67 (8.1) 8.62
AQSO2-H2O2 2.36 (27.9) 4.61 (54.5) 1.49 (17.6) 8.46
AQSO2-O3 2.66 (28.1) 2.94 (31.1) 3.87 (40.9) 9.46

aValues in parentheses are percentages of the total. Please refer to Table 3
and text for the description of the tests.
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sulphate is overestimated by 81%, ammonium by 57%, and
nitrate is underestimated by 17%. Total inorganic aerosol
mass is overestimated by 28%.
[48] A useful tool to investigate the skill of the model in

converting SO2 to SO4
= is the SO2:total sulphur ratio (S-ratio)

[Stern et al., 2008; Hass et al., 2003]. Figure 10 shows the
scatter plot of observed and modeled mean S-ratio at EMEP
sites, for CTRL, AQSO2-H2O2 and AQSO2-O3. The r coef-
ficients are �0.27, 0.38 and 0.49 for CTRL, AQSO2-H2O2
and AQSO2-O3, respectively. The best agreement with
measured S-ratio is found for AQSO2-O3, but the S-Ratio
tends to be underestimated, i.e. the conversion from SO2 to

SO4
= is faster in the model than what really occurs in the

atmosphere.

4. Conclusions

[49] The online meteorology-chemistry model WRF/Chem
has been implemented over a European domain and evalu-
ated against ground-based and upper air measurements for
the year 2007. The aim of the comparison is a first evaluation
of model skills over Europe at moderate resolution (30 km)
and without the complicating effect of aerosol-cloud-
radiation feedbacks in terms of main meteorological and

Figure 9. Intercomparison among the average domain of secondary inorganic aerosols simulated in
sensitivity tests listed in Table 3 and EMEP observations.

Figure 10. Scatterplot of observed and modeled SO2:total sulphur ratio (S-ratio) at EMEP site for CTRL,
AQSO2-H2O2 and AQSO2-O3 sensitivity tests.
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chemical variables. The main step for model implemen-
tation over Europe was the development of an interface to
the European Monitoring and Evaluation Programme
(EMEP) anthropogenic emissions, which we derived from
the CHIMERE chemistry-transport model pre-processor
[Bessagnet et al., 2008] and adapted to the chemical mech-
anism of WRF/Chem (see Table 1 and section 2).
[50] WRF/Chem simulates hourly meteorological vari-

ables with a mean bias of �0.1°C for temperature and +8%
for relative humidity. Wind speed daily cycle is captured,
but the intensity is overestimated by 1.0 m/s. Wind direction
has a mean bias of 46°. Comparison with upper-air radio-
sonde observations displays a bias of the opposite sign with
respect to the ground for temperature and humidity, and
confirms the overprediction of wind speed throughout the
boundary layer.
[51] Hourly ozone daily maxima are underestimated by

�8.6 mg/m3 (�4.4%). High negative (positive) bias is found
in spring (fall). We argue this might be partially due to an
inadequate representation of monthly variability of inter-
continental transport through model boundary conditions,
which are static climatological profiles in WRF/Chem.
Nitrogen dioxide mean values are well reproduced by the
model, but highest values of the distribution are not captured.
[52] PM2.5 shows a mean bias of �7.3% and a correlation

with observations of 0.41 . Model bias is mostly attributable
to the higher end of the concentrations distribution. The
analysis of the chemical composition of PM2.5 and its pre-
cursor gases indicates that the model strongly under-
estimates the carbonaceous fraction, but reproduces the total
secondary inorganic fraction. WRF/Chem tends to underes-
timate the relative amount of secondary organic aerosol
(SOA) with respect to total organic mass. This behavior is
probably due to the absence of oxidation of monoterpenes
and a limited treatment of anthropogenic VOC oxidation in
RADM2 mechanism.
[53] Although the total mass is broadly captured by the

model, the balance among species in the secondary inorganic
fraction differs from observations: sulphate is underestimated
by a factor of 2, while nitrate and ammonia are both over-
estimated by a factor of 2. We carried out several sensitivity
tests to better understand this misrepresentation of the par-
ticulate inorganic species. Model results suggest that the
main player is the missing aqueous-phase oxidation of SO2

by H2O2 and O3, a process not included in the standard
configuration of WRF/Chem without aerosol-clouds feed-
back. When we add this process, we find a species shift
toward more realistic balance, but the conversion from gas to
particle of sulphur species, as indicated by the S-ratio, is too
fast.
[54] The results obtained in this study show that WRF/

Chem performances over Europe are comparable with other
state-of-the-art modeling systems, such as those presented in
the intercomparisons by van Loon et al. [2007] and Stern
et al. [2008]. In those papers, the models are also set on a
continental scale, but with a variety of process para-
meterizations. Moreover, both EMEP and TNO inventories
[Visscherdijk and Denier van der Gon, 2005] are used there.
This lends confidence in model use as a powerful tool for the
study of the aerosol-cloud interactions, but further verifica-
tion of the aerosol carbonaceous fraction and also the mod-
eled aerosol vertical distribution is recommended. The

introduction of a more complex mechanism for secondary
organic aerosol, that includes monoterpene oxidation and an
improved treatment of anthropogenic SOA, than what used
here (RAMD2/SORGAM), would also be desirable. WRF/
Chem community is already moving in this direction, indeed
Shrivastava et al. [2011] recently implemented in the model
a new SOA treatment that takes into account the monoter-
pene oxidation. Implementation of an option for use of
aqueous chemistry and wet deposition schemes without
feedbacks is also recommended. Moreover, we point out that
WRF/Chem offers several parameterizations for each phys-
ical process, several chemical mechanisms and aerosol
models. As a consequence, when using a different set-up of
the model, the performances may change with respect to
those described in this paper. Finally, the future application
of WRF/Chem with indirect aerosol effects will be more
meaningful at a cloud-resolving scale (say less than 10 km),
because the indirect effects are implemented in WRF/Chem
only within the microphysics schemes [Grell et al., 2011],
thus the implementation of an higher resolution emissions
inventory will also be useful.

Appendix A

[55] The statistical indices used to evaluate the model are
listed below. Let Obsi

j and Modi
j be the observed and

modeled values at time i and station j, respectively. Let N be
the number of stations, and Nobs j the number of observa-
tions at station j.

Pearson’s Correlation (r) and coefficient of determination
(R2)

r ¼ 1

N

XN
j¼1

1

Nobs j � 1

XNobs j

i¼1

Z j
i Modð Þ � Z j

i Obsð Þ

Z Xð Þ ¼ X � Xh i
sX

where X is a generic vector and Z(X) is its standard score,
also defined above. R2 is defined as the square of r and
denotes the fraction of variability of observations explained
by the model.

Mean Bias (MB)

MB ¼ 1

N

XN
j¼1

1

Nobs j
XNobs j
i¼1

Mod j
i � Obs ji

 !

Mean Normalized Bias Error (MNBE)

MNBE ¼ 1

N

XN
j¼1

1

Nobs j
XNobs j

i¼1

Mod j
i � Obs ji
Obs ji

 !
� 100

Mean Normalized Gross Error (MNGE)

MNGE ¼ 1

N

XN
j¼1

1

Nobs j
XNobs j

i¼1

jMod j
i � Obs ji j
Obs ji

 !
� 100:
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